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Abstract: Video inpainting or completion
technique used to repair or edit digital videos.
for temporally consistent video completion!
remove dynamic objects or restore missin
video sequence by utilizing spatial and
scenes. Masking algorithm is used for d
in video frames. The algorithm iterati

vital vide®¥ improvement
describes a framework
method allows to
ns presented in a
al information from neighboring
hes or damaged portions

replace parts of the frame occupied by the ked for remove by using a
background model. In this paper, nd an image inpainting algorithm based
texture and structure reconstruc ing an improved strategy for
video. Our algorithm is able to a variety of challenging situations

which naturally arise in video inpai
dynamic textures, multj Jlovin bjects and moving background.
Experimental comparisg e-art video completion methods
demonstrate the effectj ¥posed approach. It is shown that the
® inpainting method allows restoring a missing
he scenes on videos.

Video to a field of computer vision that aims to remove

objects or or tainted regions presented in a video sequence.
Video gi ntain static images which may hide some useful
inform a lot of examples of such images like different channel
logogldate. M Fubtitles that are superimposed on the video with further
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lossy compression performed by a video coder and media data transmission

such object can be a moving car or person, the defect cau
film or the entire background scene.

The task of video repairing is related to the pro
The only difference is the necessity to maintain tem
to spatial continuity.

Most of image reconstruction methods can
three groups: based on solution of partial
derivatives (PDE) [1 —4]; based on orthogo
on texture synthesis [9 — 12]. The same dis
nonlocal methods of processing. The met
calculate the missing pixel values using j
the restored pixel. The methods of no
based on the principle of texture synth
in all images.

cessing are used to
ationn the local area adjacent to
ing in most of cases are
rmation to restore pixels

The first work in video inpajgting has used information from neighboring
is justified in removing the
fects appear only in one frame, and
method is its simplicity. But it is not
in several successive frames.

Some of an image i
spatial and frequency . oStructural properties, such as edges of an
objects, are extracted gro patial domain and used to complete an object
with its structural gded [9, 13]. In addition, another image
completion appro uses automatic semantic scene matching to search for
potential scenes i ¢ image database.

The fact th@w video inpaint®ig dealing with moving objects in time and must
consider not Mhly sgatial continuity of such objects, but also their temporal
continuity. a simple application of inpainting approaches
designed tially to each frame leads to unsatisfactory results.
ppearance of so-called "ghosts". A small change of
t of surrounding pixels can lead to a significant change

including all camera motions.
Existing methods of video inpainting can be divided into several classes:
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1) There are approaches similar to methods of statlc images 1npamt1ng

(PDE), methods based on a synthesis of textures.

2) Methods using the space-time recovery provi
restoration, but usually quite costly in terms of ¢

In [16] described method of inpainting is i
This method relates to methods based on solvi
restore an unknown area, analogies betwee ¢ and an incompressible
fluid. The dynamics of an incompressible d by Navier-Stokes
equation. For the transition from liquid to gasnage using the following analogy

perpendicular to the gradient vector at
equal to smoothness, the estimated gr
loss of information about the texture. T
objects, its application to large aregs leads to unsatisfactory results.

In the method of [17] missi
the help of a suitable replaceme fe accessible part of the video. This
provides a global space-time_contin This is achieved by considering the

in the image, the twist is
thod leads to a complete

ather simpler method for inpainting
@ving foreground in videos. To inpaint the
simple spatio-temporal priority scheme is
are copied from frames temporally close to

Patwardhan et al.
stationary background

damaged region
background t
visual recov it demands computing resources to search for similar

ended processing of the video sequences in the work
ave attempted to provide both spatial and temporal

most of them are unable to recover the curved edges and can be applicable only
for scratches and small defects removal. It should be also noted that these
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methods often blur image in the recovery of large areas with missing pixels.
Most of these methods are computationally very demanding g Roropriate
for implementation on modern mobile platforms.

In this paper we propose a framework for video rea
achieving high-quality results in the context of fil .
proposed method uses existing exemplar-based techni them to
process videos. A novel algorithm for automatic i i
2D autoregressive texture model, exemplar-based an
It is shown that this approach allows to restore
more flexibility for curve design in damag
boundaries of objects by cubic splines.

The rest of the paper is organized a
proposed method. This is followed by a
proposed video inpainting approach basg@®n texturg model and structure curve
construction. Experimental results arcfeiven in tion 3, followed by the
Conclusion section.

model as a frame model of a video
sequence [22]. Any image gan d into several areas such as texture

ave a different spatial configuration. In this
daries are smooth in the sense that they can be

values may be su by one or more regions, separated by edges.

A discrete on a [xJ rectangular grid is denoted

and can be represented as follows:
where S} ; are the true image pixels;

ask of distorted values of pixels (1 — corresponds to

presented in the form of three sub-regions, representing several types of texture
regions, y,, Y, are the boundaries of the image with the first texture, v,, v, are
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the boundaries of the image with the second texture, Rare missing pixels
intersecting with the boundaries v,, v,, y; and vy, .

Fig. 1 - The j

2.1 The proposed method

problem making 1t ideal for the pu W 0ducing and illustrating the core
concepts in the field. The special fea of this method is the ability to restore
the video, shot by a moving 5 Ract, this method is a generalization of

time continuity. Recove, B9l fferent: moving object, static object
and other. It also can be'8 pund or foreground objects. It can be blocked by
other objects or can he algorithm includes preprocessing stage and
two work phases. i
frame in the fore d the background is performed. After this step some
regions can still its restoration a search for similar blocks of the
used. The didgram of this method is shown in Fig. 2. This
isadvantages. Searching patches in the texture restoration
ional complexity to restore large texture areas. The

exemplar-b se a non-parametric sampling model and texture
synthesi pode does not have enough patches to copy from because
the pa r the mask is placed on a singular location on the image
whe £s cannot be found. The problem of choosing similar
exe g only part of patch is common for all exemplar-based inpainting
method e will tackle this problem by first stage restoration using AR model

for predictioNg@st pixels in the patch.

The purpose of this work is to modify the algorithm proposed by
Patwardhan in order to overcome all above mentioned drawbacks.
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Pre-processing
Segment each frame nio
[“Static B i+

| S

s
Spatiafly afign ot frames, w&wﬂemalﬁvww
:mm@wwmwmm

Metlon Inpainting

orfty based lexture synthesls tofil in he
1ainang ol

Proposed approach allows to
regions presented in a video seq

information from neighbg he algorithm iteratively performs
following operations: ac, fipdating the scene model; updating
positions of moving o ng parts of the frame occupied by the

objects marked for regove use of a background model. In this paper, we

by incorporating roved stra egy for video [22]. We introduce a novel
algorithm for au e inpainting based on 2D autoregressive texture

in a frame e concepts of parametric and geometric continuity is
presented. toration stage, a texture restoration using 2D
autoregressw del and exemplar-based method are carried out. The

image ig i modeled by a first spatial autoregressive model with

a mosaic g, which helps reduce the time of searching for similar patches
[23]. The fore®round objects to be inpainted are pepresented in a repetitive
motion pattern and are not changed in size and pose significantly. The occluded
moving foreground objects are inpainted by a two-stage process using the stored
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object templates. The partial objects are first completed with the appropriate
object templates selected by minimizing a window-based dismeasure.
Between a window of partially-occluded objects and a

templates from the database, we define the dissimilarity m of
the Squared Differences (SSD) in their overlapping region based
on the area of the non-overlapping region. The first t is the
restoration of moving foreground objects, which " he restOred area.

After that there is a recovery of the remaining a
adjacent frames. After this step some regions
restoration is used to search for similar blocks o

We propose modification of this metho ckground restoration step.
One of the most important and ubiqui in image analysis is
segmentation. This is a critical intermediate step in high level object-

recognition tasks. In this paper we use thod for segmenting images that
was developed by Chan and Vese in | owerful, flexible method
that can successfully segment many ty cluding some that would
be difficult or impossible to segment thresholding or gradient-
based methods. The Chan-Vese algorithm mple of a geometric active

contour model.

The Chan—Vese (CV) mode
Shah problem solved the optimizatid
functional:

EY(¢,,¢,,C) =
+A, J. |u0(i, dxdy+A, I |u0(x,y)—c2|2dxdy, (M

inside (C)

here u, A, and A

ternative solution to the Mumford—
by minimizing the following energy

\ outside (C)
ositive coilstant, usually fixing A, =A, =1, ¢, and ¢,
inside C and outside C, respectively.

The first g#¥p is to find a Correspondence between the boundaries that are
crossing regj

Fig. 3 — Segmentation of the test frame.
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Y., and v,, v, are parts of the second boundary v, , .

For the cubic spline interpolation of each of t
concepts of parametric and geometric continuity are
of the points B, and £ on the edges in the true

vectors @, and Q,, the cubic Hermite curve 4
equation in following form [22]:

can see more details in [22]. In Fig#¥C the egample of structure curve
construction is given.

The texture restoration algorithm
image inpainting algorithm proposed
drawbacks of EBM include: vigible boundaries on the reconstructed image
between similar patches; an inco
a dependence of reconstruction err
in original inpainting method is a cess of searching the patch with the
maximum similarity to a sg
result, the algorithm wi ?
criterion is the best matg 1y part of patch may lead to some images to
uncorrected reconstrugti e a searching method uses small part of the
patches.

to the boundary of the recovery region will be

denoted by 35, ; : ,Jj= M . At the first step of the algorithm, for

in such block many pixels are absent that leads to
g a similar patch. We will tackle this problem by

of interest, for example, the images of cultivated fields
population are naturally rich in texture, level of gray, etc.

model) has g, extensively used to represent images [25].

The 2D-AR model does not require a large number of parameters to
represent different real scenarios [26]. In particular, the first-order 2D-AR
model is able to represent a wide range of texture images.
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We represent a patch as 2D Random field [27]:

TAP = z (Pm 'Xs—m + Z 8n 'ns—n 'H']s (2)

mes(o,p] nes(o,q]
where ((Pm)meg(o,p] and (8,,),16(0"1] denotes, respectively the e and
moving average parameters with ¢, =9, =1, and denqgtes a ience of

distributed centered random variables with variance

For finite order AR model the parameters ca;
extension of the Yule-Walker equations [28].

ated 4 using a 2D

After a texture restoration using 2D ressive texture model the
exemplar-based method is carried out for > the true image S we

find patch v, for which the Euclidean di

3 Experimental Results

The effectiveness of the e eme is verified on the test frames of a
video sequence with missi plying the missing mask, all frames
have been inpainted by, ethod and the method proposed by
d Fig. 5 examples of frames restoration (a - the
image with a missin the foreground restoration by the Patwardhan
method, ¢ — the
background rest

restoration by th

video sequenc®with missing pixels presented. After applying the missing mask,
all frames have been inpainted by the proposed method and state-of-the-art
methods [8, 14].

237



V. Voronin, V. Marchuk, S. Makov, V. Mladenovic, Y. Cen

zooming

In this exampl we will cOMider the problem of inpainting dynamic
textures, e.g. s whose frames are relatively unstructured, but
possessing someYoverall anary properties. In Fig. 6 examples of video
a missing pixels, b - the restoration by the

own. We can see that our technique is batter then
amic background.

ent examples are given in Fig. 7. In this example,
issing region can be completed by proposed method
esult of the image reconstructed by the Adobe Photoshop
). The boundary pixel values of the house and wood of the images
estored using the proposed method. It's also worth noting that the
ll has some incorrect restoration of image and smear the texture
and structure during the restoration of large areas of the missing pixels. Note
what the Photoshop result has a blurring problem.
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d) e} zooming

g plxels b, d — the restoration by the proposed
two figures, the original input images contain a
sing image areas.
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Fig. 9, pregent the results of example of video completion and
comparison od [29] (a — the frames with a missing pixels; b — the

moving object, while our result Figs. 9 and 10c¢ looks
more, 2 getter. To fill the missing areas from other frames the
pletion approach separate the moving objects from the static
I and deal with them respectively in completion.
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d@ples of hage restoration.

c) d)
Fig. 8 — Examples of video completion.
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g een developed before [30, 31] and method of the fast
exegliP s cd on binary hashes [32].
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